Fall 2015 Math 414: Linear Algebra II

BEGINNING OF LECTURE 5
Theorem 3. dimV < oo, Uy and Uy subspaces of V. Then

dim(Uy + Us) = dim Uy + dim Us — dim(Uy N Us)
Proof. Proof will use 3 objects:
1. B=wuq,...,u, = basis of Uy N Us
2. L1 =w1,...,v; = extension of B so that BU L, = basis for U,

3. L9 =wi,...,w, = extension of B so that BN Ly = basis for Us.

We will show that £ = B U L; UL is a basis for U; 4+ Us. This will complete
the proof since if it is true, then

dim(U1+U2) =m+j+k = (m-l—j)—l—(m-i—k)—m = dim U;+dim Uz—dim(Ulng)

Clearly £ spans U; + U, since span(L) contains both Uy and Us.

Now we show linear independence. Suppose:

Z a;u; + Z bjv; + Z cpw, =0 (3)
l P

Then:

P i

Z Cpwy = — Z a;U; — bv; € Uy
!

But w, € U, by assumption, so

Z cw, € Uy NU; = Z Cpwy = Z d,u, for some d,
P P q

Now, (uq, ..., Uy, wy, ..., w) is a basis for Us. Thus:
Zcpwp—quuq:0$cp:O,dq:O, Vp,q
P q

Therefore (3) reduces to

Zaiui + wal =0
!

1

Repeat the previous argument. []
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3 Linear Maps

V., W always vector spaces.

3.A The Vector Space of Linear Maps

Definition 15. Let V, W be vector spaces over the same field F. A function
T :V — W is a linear map if it has the following two properties:

1. additivity: T(u +v) =Tu+ Tv, Yu,v eV
2. homogeneity: T'(Av) = A(Tv) VA e F,veV

The set of all linear maps from V' to W is denoted L(V, W).

Note: You could say T is linear if it “preserves the vector space structures of
V and W.”

Examples (read the ones in the book too!):

e Fix a point zy € R. Evaluation at xg is a linear map:

T:C(R;R) =R
Tv = v(x)

e The anti-derivative is a linear map:

T:CR;R) = C'(R;R)
To)e) = [ vy

e Fix b € . Define the forward shift operator as:

T:F>° —F>*
T(Ul, V9, V3, . . ) = (b, V1, V2, Vs, .. )
T is a linear map if and only if b = 0 [why?].

Next we show that we can always find a linear map that takes whatever
values we want on a basis, and furthermore, that it is completely determined
by these values.
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Theorem 4. Let vy,...,v, be a basis for V and let wy,...,w, € W. Then
there exists a unique linear map T :'V — W such that

Tv, =wg, VEk
Proof. Define T : V — W as
T(a1vy + - - - apvy,) = aqwy + -+ + awy,
Clearly T, = wy for all k. It is easy to see that T' is linear as well [see the

book].

For uniqueness, let S : V' — W be another linear map such that Sv, = w;
for all k. Then:

n n

S(ajvi+- - - apvy,) = Z S(agvy) = Z apSvy = Z apwy = T(a1v1+- - -+a,v,)
k=1 k=1 k=1

[]

The previous theorem is elementary, but highlights the fact that amongst all
the maps from V' to W, linear maps are very special.

Theorem 5. L(V, W) is a vector space with the following vector addition and
scalar multiplication operations:

o vector addition: S,T € LIV,W), (S+T)(v)=Sv+Tv Vv eV

o scalar mult.: T'€ LIV,W), A€ F, (A\T)(v) = A(Tv) Vv eV
Theorem 6. L(V, W) is finite dimensional and

dim L(V, W) = (dim V') (dim W)
Proof. Suppose dimV = n and dim W = m and let

szvl,...,vn
BW:wl,...,wm

be bases for V' and W respectively. Define the linear transform £, ,: V — W
as

0 k
EP»Q(U/C):{wp kig ) p:17"'7m7 q:17"'7n
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By Theorem 4, this uniquely defines each E,,. We are going to show that
these mn transformations {E, ,},, form a basis for L(V, W).

Let T : V. — W be a linear map. For each 1 < k& < n, let a14,...,amk
be the coordinates of T'v; in the basis Byy:

m

Tv, = E ap Wy

p=1
To prove spanning, we wish to show that:

m n

T = Z Z pgLipq (4)

p=1 ¢=1

Let S be the linear map on the right hand side of (4). Then for each k,

Svy, = E E ,\ap,ququk
P q
= § :ankwp
P

= Tvk

So S =T, and since T was arbitrary, {E, ,}p, spans L(V, W).

To prove linear independence, suppose that
5= Yt =
pq
Then Sv, = 0 for each k, so

Z aprw, =0, VEk
P

But wy, ..., w, are linearly independent, so a,; = 0 for all p and &. ]

END OF LECTURE 5
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