Spring 2017 CMSE 820: Math. Foundations of Data Sci.

Lecture 7

5.2 Positive semidefinite kernels

Adapted from [1, Chapter 2.2.1]

Starting with this section we will try to answer the following question:
Which types of kernels k(x, x’) induce a nonlinear feature map & : X —
H, from a set X into a Hilbert space H, so that k(x,x") = (®(x), P(x'))?

Given a kernel k : & x X — R and sampled data X, = {x1,...,x,} C
X, the n x n matrix
Ki]‘ = k(xi, x]')
is the Gram matrix of k with respect to X,,.
A real valued Gram matrix K satisfying

n
Z CiC]'Ki]' Z 0
i,j=1

for all ¢; € R is positive semidefinite. A symmetric matrix is positive semidef-
inite if and only if all of its eigenvalues are nonnegative.

A kernel k : X x X — R which is symmetric, and which for all n € IN
and all x4, ..., x, € X gives rise to a positive semidefinite Gram matrix, is
a positive semidefinite kernel. Positive semidefinite kernels are nonnegative
on the diagonal (check this!):

Vxe X, k(x,x)>0. (16)

Kernels can be regarded as generalized inner products. However, they
are not linear! (so linearity in the arguments does not hold) They do sat-
isfy a type of Cauchy Schwarz inequality though:

Proposition 1. If k is a positive semidefinite kernel, then

Va,x' € X, k(x,x')* <k(x,x)k(x',x).
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Proof. Take x; = x and x, = x". Then for all ¢1,¢; € R,
3k (x, x1) + c3k(x2, x2) + 2c102k (x1, x2) > 0. (17)

Take:
c1 = k(x1,x2) c2 = —k(x1,x1). (18)

Plugging (18) into (17):

k(x1,x0)%k(x1, x1) + k(x1, x1)*k(x2, x2) — 2k(x1, %2)?k(x1, x1) > 0,
k(x1,x1)%k(x2, x0) — k(x1, x1)k(x1, x2)* >0,
k(x1, x1) [k(x1, x1)k(x2, x2) — k(x1,%2)%] > 0
But k(x1,x1) > 0, so this implies that
k(x1, x1)k(x2,x2) — k(x1,x2)* >0,
which completes the proof. O]

Exercises

Exercise 14. Prove (16).

5.3 The reproducing kernel map
Adapted from [1, Chapter 2.2.2]

Just a reminder, k is a real valued positive semi-definite kernel; also let X
be nonempty. Let
' = {f: X - R} = set of all functions mapping & to R,
and define:
d:X —» RY,
x — O(x) =k(-,x).
So ®(x) € R*, and we have
Vx'e X, ®(x)(x') =k(x,x) =k(x,x).

Thus this map ® represents x € X’ be measuring its similarity to all other
points in X. See Figure 10 for an illustration of the map .
We are going to systematically:
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1. Turn the image of ® into a vector space.
2. Define an inner product on this vector space.

3. Show this inner product satisfies k(x, x") = (®(x), P(x')).

TN
SN

x x' O(x) D)

Figure 10: Visualization of the feature map ®, which represents each x €
X by a kernel shaped function sitting on x. In this sense, each data point
is represented by its similarity to all other points in X. In the picture, the

kernel is assumed to be bell shaped, e.g., a Gaussian k(x, x') = exp(—||x —
x'||?/207).

5.3.1 Making the image of ® a vector space

Letn € N, ay,...,4, € R, and xy,...,x, € X all be arbitrary. Linear
combinations of ®(x1),...,P(x,) take the form:

() = éaikc,x». (19)

As you can verity, the collection of all such f (19) defines a vector space
V. Note that two different collections of points {x;}i<, and coefficients
{ai}i<n may give the same f! In other words, there may exist m € IN,
Bi,...,Bm € R,and xi,...,x;, € X such that:
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5.3.2 Defining an inner product

Let f be as in (19) and let g be:

Define the inner product between f and g as:

=Y ) aiBik(xi, x}) (20)

i=1j=1

Before checking the properties of an inner product, we first need to make
sure it is “well defined.” Indeed, it depends upon the points {x;}i<, and
{x:}j<m, and the coefficients {a;}i<, and {B;}j<m, used to represent f and
g, respectively. To check this, first observe:

n

(f.g) =) iﬁjk(xi/ x;),

i=1

N

=) a;g(x;). (21)

Thus (f, g) does not depend on the representation of g. Similarly,

f8) = Y. Bif ()
j=1

and so it does not depend on the representation of f either.
Let us now show that (-, -) satisfies the properties of an inner product;
we begin with additivity. By the previous calculation:

(f+hg = Zﬁ; (%)),
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It is also homogeneous since for a € IR:
(af,8) = ) Bilaf(x})) = a)_Bif(x}) = a(f, Q).
=1

j=1

Additionally it is symmetric since k is symmetric:

ZD&/&] i, X ZZﬁ]wkxﬂxz (8. f)-

i=1j=1 j=1i=1

The function (-, -) is nonnegative because k is a positive semi-definite
kernel:

fr = Z_: aiajk(xi, xj) 2 0.

This property, along with additivity and homogeneity, implies that the
kernel p(f,g) = (f, g), defined on the image of ®, is a positive semidefi-
nite kernel. Indeed, for any 71,...,7, € Rand fi,..., f, € image(®),

Xn: rivie(fi fi) = Z Yivilfin fi) = <Z%fl,27]f]> > 0.
i,j=1

To show that (-, -) is strictly positive, we observe that using (21) gives:

x), f) = éaik(xi,x) = f(x). (22)

This is a remarkable property! It is why these positive semidefinite kernels
are also called reproducing kernels. Notice it implies:

(k(-,x), k(- x")) = k(x, ). (23)

Using (22) and Proposition 1 (kernel version of Cauchy-Schwarz) applied
to the kernel h(f,g) = (f,g), we get:

)P = [k, x), )
k(. x), k(- 0)) (),
K

|
(k(-
x, x){f, f).

|| IA ||
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Thus (f, f) = 0 clearly implies f(x) = 0 for all x € X, and so at last we
have proven that (-, -) is an inner product!
Since we defined ®(x) = k(-, x), in light of (23) we have:

k(x,x') = (@(x), P(x)). (24)

Therefore, the inner product space (image(®),(-,-)) defines a “feature
space” for the kernel k, in which evaluation of k(x,x’) corresponds to
computing an inner product between ®(x) and P(x').
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