Lecture 11

We recall and prove The Representer Theorem (Theorem 4) from last lecture:

**Theorem 4 (The Representer Theorem).** Let $c : \mathcal{X} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \cup \{\infty\}$ be a cost function, $\Omega : [0, \infty) \to \mathbb{R}$ a strictly monotonic increasing function, and $\mathcal{H}$ a RKHS. Then each minimizer of

$$ f^* = \arg \inf_{f \in \mathcal{H}} \frac{1}{n} \sum_{i=1}^{n} c(x_i, y_i, f(x_i)) + \Omega(\|f\|_H) $$

has a representation of the form:

$$ f^*(x) = \sum_{i=1}^{n} \alpha_i k(x_i, x). $$

**Proof.** Set $\|f\| = \|f\|_H$ and define $\overline{\Omega}(\|f\|^2) = \Omega(\|f\|)$. Let $U$ be the closed subspace of $\mathcal{H}$ defined as:

$$ U = \left\{ g \in \mathcal{H} : g(x) = \sum_{i=1}^{n} \beta_i k(x_i, x) \right\}. $$

Since $\mathcal{H}$ is a Hilbert space, we can decompose $f \in \mathcal{H}$ as

$$ f(x) = f_U(x) + f_\perp(x) = \sum_{i=1}^{n} \alpha_i k(x_i, x) + f_\perp(x), $$

where $f_U \in U$ and $\langle f_\perp, g \rangle = 0$ for all $g \in U$. Notice in particular that the last point implies:

$$ \forall i = 1, \ldots, n, \quad \langle f_\perp, k(x_i, \cdot) \rangle = 0. $$

We now make two observations. The first is that:

$$ \forall j = 1, \ldots, n, \quad f(x_j) = \langle f, k(x_j, \cdot) \rangle, $$

$$ = \langle f_U + f_\perp, k(x_j, \cdot) \rangle, $$

$$ = \sum_{i=1}^{n} \alpha_i k(x_i, x_j) + \langle f_\perp, k(x_j, \cdot) \rangle, $$

$$ = \sum_{i=1}^{n} \alpha_i k(x_i, x_j). $$
Thus \( R_{\text{emp}}[f] = R_{\text{emp}}[f_U] \) depends only on \( f_U \), and hence the values (39).

Secondly,

\[
\Omega(\|f\|) = \overline{\Omega}(\|f\|^2),
\]

\[
= \overline{\Omega}(\|f_U\|^2 + \|f_{\perp}\|^2),
\]

\[
\geq \overline{\Omega}(\|f_U\|^2),
\]

\[
= \Omega \left( \left\| \sum_{i=1}^{n} \alpha_i k(x_i, \cdot) \right\| \right).
\]

Since \( \Omega \) is strictly monotonically increasing, it is minimized only when \( f_{\perp} = 0 \). Since \( R_{\text{emp}}[f] = R_{\text{emp}}[f_U] \), this implies that \( f^* \in U \), and hence can be represented as (38).

\[ \square \]

**Exercises**

**Exercise 21.** Prove the Semiparametric Representer Theorem:

**Theorem 5.** Let \( c : \mathcal{X} \times \mathbb{R} \times \mathbb{R} \to \mathbb{R} \cup \{\infty\} \) be a cost function, \( \Omega : [0, \infty) \to \mathbb{R} \) a strictly monotonically increasing function, and \( \mathcal{H} \) a RKHS. Additionally, let \( \{\psi_j : \mathcal{X} \to \mathbb{R}\}_{j=1}^{m} \) be a collection of \( m \) real valued functions with the property that the \( n \times m \) matrix \( \left( \psi_j(x_i) \right)_{ij} \) has rank \( m \). Finally, let \( \mathcal{F} \) be the functional class:

\[
\mathcal{F} = \{ \tilde{f} = f + h : f \in \mathcal{H}, \ h \in \text{span}\{\psi_j\}_{j=1}^{m} \}.
\]

Then each minimizer:

\[
\tilde{f}^* = \arg \inf_{\tilde{f} = f + h \in \mathcal{F}} R_{\text{emp}}[\tilde{f}] + \Omega(\|f\|_{\mathcal{H}}),
\]

admits a representation of the form:

\[
\tilde{f}^*(x) = \sum_{i=1}^{n} \alpha_i k(x_i, x) + \sum_{j=1}^{m} \beta_j \psi_j(x), \quad \alpha_i, \beta_j \in \mathbb{R}.
\]

To understand better the relevance of the Semiparametric Representer Theorem, see [1, Chapter 4.8].
7.3 Kernel ridge regression

Let us return to the example at the end of Lecture 9. Now that we have introduced regularization, we can give the full story, which leads to the popular machine learning method, kernel ridge regression.

Recall that we are in the regression setting with a quadratic loss function \( c(x, y, f(x)) = (y - f(x))^2 \), and we have a feature map:

\[
\Phi(x) = (\phi_1(x), \ldots, \phi_m(x)) \in \mathbb{R}^m.
\]

We considered the functional class \( \mathcal{F} = \text{span}(\Phi) \), give by

\[
\mathcal{F} = \left\{ f : \mathcal{X} \to \mathbb{R} : f(x) = \sum_{j=1}^{m} w_j \phi_j(x), \ w_j \in \mathbb{R} \right\}.
\]

Let us now try to minimize the regularized risk over training data \( \{(x_i, y_i)\}_{i \leq n} \), with regularization term \( \|\mathbf{w}\|^2 \):

\[
\inf_{f \in \mathcal{F}} \mathcal{R}_{\text{reg}}[f] = \inf_{\mathbf{w} \in \mathbb{R}^m} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{m} w_j \phi_j(x) \right)^2 + \lambda \|\mathbf{w}\|^2.
\]

Similarly to before, we set:

\[
F(\mathbf{w}) = F(w_1, \ldots, w_m) = \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{m} w_j \phi_j(x) \right)^2 + \lambda \|\mathbf{w}\|^2.
\]

Using the same notation

\[
\Phi_{ji} = \phi_j(x_i) = \begin{pmatrix}
\phi_1(x_1) & \phi_1(x_2) & \cdots & \phi_1(x_n) \\
\phi_2(x_1) & \phi_2(x_2) & \cdots & \phi_2(x_n) \\
\vdots & \vdots & \ddots & \vdots \\
\phi_m(x_1) & \phi_m(x_2) & \cdots & \phi_m(x_n)
\end{pmatrix}
\]

Additionally, set:

\[
\mathbf{y} = \begin{pmatrix} y_1 \\ y_2 \\ \vdots \\ y_n \end{pmatrix} \in \mathbb{R}^n \quad \text{and} \quad \mathbf{w} = \begin{pmatrix} w_1 \\ w_2 \\ \vdots \\ w_m \end{pmatrix} \in \mathbb{R}^m.
\]
we obtain the following partial derivatives for $F$:

$$\frac{\partial F}{\partial w_\ell}(w) = -2\Phi y[\ell] + 2\Phi \Phi^T w[\ell] + 2\lambda w[\ell].$$

Thus setting $\frac{\partial F}{\partial w_\ell}(w) = 0$ for all $\ell = 1, \ldots, m$, we get:

$$(\Phi \Phi^T + \lambda I) w = \Phi y \Rightarrow w = (\Phi \Phi^T + \lambda I)^{-1} \Phi y.$$

We remark that if $\lambda > 0$, the matrix $\Phi \Phi^T + \lambda I$ is always invertible.

Let us now develop a kernelized version, similar to Exercise 19. To do so, note that we could have written $w$ as:

$$w = \lambda^{-1} \Phi (y - \Phi^T w).$$

Set:

$$\alpha = \lambda^{-1} (y - \Phi^T w). \quad (40)$$

Thus:

$$w = \Phi \alpha \Rightarrow w_j = \sum_{i=1}^n \alpha_i \phi_j(x_i).$$

Note we saw this equation for $w_j$ earlier in (37). But now with this specific regularization term, we can solve for $\alpha$ directly in terms of $\Phi$ and $y$; indeed, using (40) we obtain:

$$\lambda \alpha = y - \Phi^T w = y - \Phi^T \Phi \alpha,$$

which implies:

$$(\Phi^T \Phi + \lambda I) \alpha = y \Rightarrow \alpha = (\Phi^T \Phi + \lambda I)^{-1} y.$$
Similar to our earlier calculation we rewrite \( f(x) \) as:

\[
\begin{align*}
f(x) &= \sum_{j=1}^{m} w_j \phi_j(x), \\
&= \sum_{j=1}^{m} \left( \sum_{i=1}^{n} \alpha_i \phi_j(x_i) \right) \phi_j(x), \\
&= \sum_{i=1}^{n} \alpha_i \sum_{j=1}^{m} \phi_j(x_i) \phi_j(x), \\
&= \sum_{i=1}^{n} \alpha_i \langle \Phi(x_i), \Phi(x) \rangle, \\
&= \sum_{i=1}^{n} \alpha_i k(x_i, x),
\end{align*}
\]

where we have defined the kernel \( k \) as \( k(x, x') = \langle \Phi(x), \Phi(x') \rangle \). Notice that Gram matrix of \( k \), which is defined as \( K_{ij} = k(x_i, x_j) \), is given by:

\[
K = \Phi^T \Phi.
\]

Thus we can write \( \alpha \) as:

\[
\alpha = (K + \lambda I)^{-1} y.
\]

To summarize, let \( \mathcal{H} \) denote the RKHS of a kernel \( k(x, x') = \langle \Phi(x), \Phi(x') \rangle \), which is either defined by a feature map \( \Phi : \mathcal{X} \to \ell^2 \) or implicitly defines such a \( \Phi \) through Mercer’s Theorem. Then the optimizations

\[
\inf_{f \in \text{span}(\Phi)} R_{\text{reg}}[f] = \inf_{w \in \ell^2} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{\infty} w_j \phi_j(x) \right)^2 + \lambda \| w \|^2, \tag{41}
\]

and

\[
\inf_{f \in \mathcal{H}} R_{\text{reg}}[f] = \inf_{f \in \mathcal{H}} \sum_{i=1}^{n} (y_i - f(x_i))^2 + \lambda \| f \|_{\mathcal{H}}^2 \tag{42}
\]

are equivalent. Indeed, by the Representer Theorem, the minimizer of (42) has the form

\[
f(x) = \sum_{i=1}^{n} \alpha_i k(x, x_i),
\]
which implies that (42) can be rewritten as:

$$\inf_{f \in \mathcal{H}} \sum_{i=1}^{n} (y_i - f(x_i))^2 + \lambda \|f\|_{\mathcal{H}}^2 = \inf_{\alpha \in \mathbb{R}^n} \sum_{i=1}^{n} \left( y_i - \sum_{j=1}^{n} \alpha_j k(x_i, x_j) \right)^2 + \sum_{i,j=1}^{n} \alpha_i \alpha_j k(x_i, x_j).$$

The above calculations show that the two optimizations (41) and (43) result in the same minimizing function \( f^* \). Furthermore, they have closed form solutions for the weights given by:

$$w = (\Phi \Phi^T + \lambda I)^{-1} \Phi y \quad \text{and} \quad \alpha = (K + \lambda I)^{-1} y.$$

The optimization (43) is called *kernel ridge regression*, which is a popular machine learning algorithm.
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